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Nonlinear equilibrium solutions
in a three-dimensional boundary layer

and their secondary instability
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The observed nonlinear saturation of crossflow vortices in the DLR swept-plate tran-
sition experiment, followed by the onset of high-frequency signals, motivated us to
compute nonlinear equilibrium solutions for this flow and investigate their insta-
bility to high-frequency disturbances. The equilibrium solutions are independent of
receptivity, i.e. the way crossflow vortices are generated, and thus provide a unique
characterization of the nonlinear flow prior to turbulence. Comparisons of these
equilibrium solutions with experimental measurements exhibit strong similarities. Ad-
ditional comparisons with results from the nonlinear parabolized stability equations
(PSE) and spatial direct numerical simulations (DNS) reveal that the equilibrium
solutions become unstable to steady, spatial oscillations with very long wavelengths
following a bifurcation close to the leading edge. Such spatially oscillating solutions
have been observed also in critical layer theory computations. The nature of the
spatial behaviour is herein clarified and shown to be analogous to that encountered
in temporal direct numerical simulations. We then employ Floquet theory to sys-
tematically study the dependence of the secondary, high-frequency instabilities on
the saturation amplitude of the equilibrium solutions. With increasing amplitude, the
most amplified instability mode can be clearly traced to spanwise inflectional shear
layers that occur in the wake-like portions of the equilibrium solutions (Malik et al.
1994 call it ‘mode I’ instability). Both the frequency range and the eigenfunctions
resemble recent experimental measurements of Kawakami et al. (1999). However,
the lack of an explosive growth leads us to believe that additional self-sustaining
processes are active at transition, including the possibility of an absolute instability
of the high-frequency disturbances.

1. Introduction
The early history of laminar–turbulent transition on swept wings is full of excite-

ment and lessons learned from failures. A description can be found in the review
papers of Reed & Saric (1989), Arnal (1992), Saric (1992), Reed, Saric & Arnal (1996),
Malik (1997) or Bippes (1999), which contain also most of the relevant references.
At the cruise conditions of modern jet aircraft the atmospheric turbulence level is
very low, leaving surface roughness as the major source of disturbance generation.
The steady disturbances, known as crossflow vortices, rapidly grow in the region of
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accelerated flow between the attachment line and the location of peak suction on
the airfoil. Their initial exponential growth is followed by nonlinear saturation once
the amplitude reaches levels of the order of 10% to 30% of the free-stream velocity.
This saturation can be clearly seen in experiments that simulate the essential features
of three-dimensional flow over swept wings, such as the DLR infinite-swept-plate
experiment, cf. Bippes (1999). Since the crossflow disturbances saturate in amplitude,
it is natural to ask if the saturation states are equilibrium solutions of the flow. In this
paper we show that equilibrium solutions exist in the three-dimensional boundary
layer of the DLR experiment, and that certain features of the equilibrium solutions
resemble those measured in the experiment. If the saturation states are indeed equi-
librium solutions, our current methodology of transition prediction would have to be
modified, since the flow would reach the equilibrium solutions independently of the
location and strength of the crossflow mode generation, making predictions based on
the magnitude of the disturbance growth, such as the popular eN methods, completely
irrelevant.

By comparing our equilibrium solution for steady crossflow vortices with the
saturation states of spatial direct numerical simulations as well as parabolized stability
equation (PSE) computations, we find that the amplitudes of the saturation states
seem to approach the equilibrium solution but do not follow it further downstream.
We trace the reason for this deviation to a bifurcation near the leading edge that
makes the equilibrium solution unstable to steady, spatial oscillations with very long
wavelengths of the order of the chord length of the DLR plate. The spatially stable
branch is represented by the spatially oscillating solutions of spatial direct numerical
simulations (DNS), PSE or critical layer theory. However, at peak amplitude the
PSE solution and the equilibrium solution remain similar to each other, making
the equilibrium solution and its characteristics a relevant, receptivity-independent,
nonlinear base flow model for investigating the nonlinear stages of transition leading
to breakdown into turbulence. In particular, the equilibrium solution appears to
provide something like an envelope of the maximal saturation amplitudes of steady
crossflow vortices as a function of chord position and spanwise wavenumber.

Additionally, the present work is concerned with the stability of the equilibrium
solution to high-frequency disturbances. Findings in this area help our understanding
of the nonlinear mechanisms leading to breakdown in three-dimensional boundary
layers. We use the clear relationship between amplitude, wavenumber, and chord
location of the equilibrium solution to investigate the dependence of high-frequency
secondary instabilities on the amplitude of the crossflow vortices. Such high-frequency
instabilities have been observed in several experiments shortly before breakdown,
cf. Arnal, Coustols & Juillen (1984), Poll (1985), Michel, Arnal & Juillen (1985),
Kohama, Saric & Hoos (1991), Kohama, Onondera & Egami (1996) or Lerche
(1997). High-frequency instabilities due to internal high-shear layers appear to be a
generic indicator of an imminent breakdown, see for example the review by Tani
(1980), and play an important role in the conjectured self-sustaining process in
shear flows of Waleffe (1997). They have also been observed in a two-dimensional
Blasius boundary layer, where they are generally associated with the ‘spike stage’
(cf. the experiments of Klebanoff, Tidstrom & Sargent (1962) or Nishioka, Asai
& Iida (1980) for fundamental breakdown, Bake, Kachanov & Fernholz (1996)
for subharmonic breakdown, and Wiegel (1997) or Berlin, Wiegel & Henningson
(1999) for oblique breakdown). However, usually in a Blasius boundary layer low-
frequency three-dimensional secondary instabilities with initially very high growth
rates, cf. the discussion in Herbert & Morkovin (1980) or Herbert (1988), have
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to pave the way for the now tertiary high-frequency instability. Contrary to this,
high-frequency instabilities in a three-dimensional boundary layer already occur as
secondary instabilities of crossflow vortices. So, even though the base flow is more
complicated, the physical process is more apparent in a three-dimensional boundary
layer, because here secondary instability causes the first appearance of high-frequency
small-scale disturbances. Closely related problems, such as the secondary instability
of Görtler vortices, cf. Park & Huerre (1995), Li & Malik (1995) or Bottaro &
Klingmann (1996) or, bypassing the primary instability, the secondary instability of
streaks in a Blasius boundary layer, cf. the forthcoming paper by Andersson et al.
(1999), display very similar mechanisms of breakdown.

1.1. Secondary instability approaches

Following the successful explanation of the onset of three-dimensionality in two-
dimensional shear flows and boundary layers via secondary instability theory, cf.
Herbert (1984, 1988), it was only natural to apply secondary stability analysis also
to three-dimensional boundary layers. In a two-dimensional boundary layer the
low threshold amplitude for secondary instabilities allows the application of the
simplifying ‘shape assumption’, which neglects the nonlinear distortion of the primary
wave. This simplification is no longer justified for three-dimensional boundary layers
where high primary amplitudes are observed before the occurrence of secondary
instabilities. Nevertheless, practically all early secondary instability investigations,
cf. Reed (1984, 1988), Fischer & Dallmann (1987, 1991) invoked this simplification
in the hope of obtaining at least qualitatively correct results. For the primary,
stationary crossflow vortices of the DLR swept-plate experiment only low-frequency
secondary instabilities were obtained, see Fischer & Dallmann (1987, 1991), unless
the amplitude of the primary vortex was increased to very high values, cf. Fischer,
Hein & Dallmann (1993). According to Högberg & Henningson (1998) these low-
frequency secondary instabilities correspond to travelling primary crossflow vortices
which interact nonlinearly with the stationary crossflow vortices, clearly visible for
example in the temporal direct numerical simulation (DNS) of Wintergerste & Kleiser
(1997). A major effect of this nonlinear interaction with travelling crossflow vortices
is the reduction of the saturation amplitude as exemplified by the experiments of
Deyhle & Bippes (1996) or the parabolized stability equation (PSE) results of Malik,
Li & Chang (1994) or Bertolotti (1996).

That inflectional shear layers are at the root of high-frequency instabilities has
been pointed out for plane Poiseuille flow by Nishioka et al. (1980). In the context
of crossflow vortices the importance of inflectional shear layers for the high-frequency
secondary instabilities was first suggested by the temporal DNS of Malik (1986)
for the boundary layer on a rotating disk, or of Meyer & Kleiser (1988) for the
boundary layer in the DLR swept-plate experiment. It has been demonstrated also
for other three-dimensional boundary layers by the nonlinear PSE computations of
Malik & Li (1992), Malik et al. (1994) and Malik, Li & Chang (1996). The simple
ad hoc primary stability calculations for the nonlinearly deformed mean flow profiles
obtained by a temporal DNS, cf. Wagner (1992), or recently by a PSE approach, cf.
Copie (1996), underscore the importance of inflectional shear layers, but the correct
approach is via secondary instability theory. Using the rotating-disk model flow Bal-
achandar, Streett & Malik (1992) were the first to theoretically study high-frequency
secondary instability of stationary crossflow vortices and obtained results very similar
to those observed in the experiment of Kohama (1984, 1987). Based on the result that
this instability occurs at high vortex amplitudes, Balachandar et al. (1992) realised



134 W. Koch, F. P. Bertolotti, A. Stolte and S. Hein

the importance of the mean flow distortion and made substantial theoretical and
computational contributions to the subject of high-frequency secondary instability.
In particular they pointed out that in order to resolve the thin shear layers of the
nonlinearly deformed primary flow many more Floquet modes are necessary than for
two-dimensional boundary layers.

The rotating disk problem with its self-similar exact solution for the steady laminar
flow is a frequently studied model problem for three-dimensional boundary layers, cf.
for example Gregory, Stuart & Walker (1955), Malik, Wilkinson & Orszag (1981) or
Kohama (1984). However, despite the often invoked analogy between the rotating-
disk boundary layer and the boundary layer on a swept wing there exist deep-rooted
differences. Namely, Lingwood (1995, 1996) showed that the boundary layer on the
rotating disk is absolutely unstable while the boundary layer on a swept wing is,
as far as we know, convectively unstable, cf. Lingwood (1997), Taylor & Peake
(1998) or Turkyilmazoglu & Gajjar (1999). This not only indicates the possibility of
chordwise and spanwise contamination in the swept-wing problem, but also suggests
the existence of different transition mechanisms.

For the technologically more interesting swept-wing flow no exact solutions of the
laminar flow exist and non-similar, three-dimensional boundary layer solutions have
to be computed numerically. Nevertheless, most investigators use simpler model flows
allowing similarity approximations for the laminar base flow, such as swept Hiemenz
or Falkner–Skan–Cooke flow, to gain more insight into swept-wing transition. The
nonlinearly deformed primary base flow for the high-frequency secondary stability
analysis is then obtained by temporal or spatial DNS, or nonlinear parabolized
equations similar to those introduced by the pioneering work of Hall (1983). In
the present paper we use a third possibility, namely nonlinear temporal equilibrium
solutions. While the latter together with temporal DNS are basically local analyses,
spatial DNS and nonlinear PSE include non-local effects by taking into account
non-parallel boundary-layer changes.

High-frequency secondary stability computations for swept Hiemenz flow have been
reported by Malik & Li (1993), Malik et al. (1994), Wang, Herbert & Stuckert
(1994) and Janke & Balakumar (1998a). All authors used nonlinear PSE solutions
as base flow for their temporal secondary stability analysis. They demonstrate that
many Floquet modes have to be retained in order to obtain convergence, resulting
in very large matrix eigenvalue problems. As a consequence Janke & Balakumar
(1998a) applied the recently developed implicitly restarted Arnoldi method instead
of the classical QZ-algorithm to solve the global eigenvalue problem. Unstable high-
frequency secondary eigenvalues were observed only at higher amplitudes of the
steady crossflow vortices. Malik et al. (1994) identified several unstable eigenvalues
for high enough crossflow amplitude but discussed only one eigenfunction in more
detail. Contrary to the low-frequency secondary eigenfunctions, this high-frequency
secondary eigenfunction reached its maximum amplitude near the boundary-layer
edge at the top of the stationary crossflow vortex. In the follow-up paper Malik
et al. (1996) applied their two-dimensional eigenvalue approach to the swept-wing
experiment of Kohama et al. (1991) as well as to the swept cylinder experiment of Poll
(1985). They identified two types of high-frequency secondary modes, one correlating
with spanwise shear and the other with vertical shear. This is similar to secondary
instability results for Görtler vortices, cf. Park & Huerre (1995), Li & Malik (1995)
or Bottaro & Klingmann (1996), where these two modes are referred to as sinuous
and varicose (horse-shoe) modes.

Högberg & Henningson (1998) used spatial DNS to compute stationary crossflow
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vortices for the DLR swept-plate experiment before adding small random disturbances
numerically at various locations. The authors took the laminar flow to be a self-
similar Falkner–Skan–Cooke boundary layer and found low- and high-frequency
secondary instabilities. Again the high-frequency instability could only be excited if
the stationary vortex was nearly saturated. They found the growth rate of the high-
frequency secondary disturbance to be considerably higher than the growth rate of the
low-frequency secondary disturbance, emphasizing the importance of high-frequency
secondary instabilities for the transition process.

Recently Janke & Balakumar (1998a), see also Janke (1998), published secondary
stability results for swept Hiemenz flow as well as for the DLR swept-plate experiment.
Using a non-similar base flow together with nonlinear PSE they even demonstrated
the existence of a modal coincidence, which they called erroneously an absolute
instability. Modal coincidence is a necessary condition for absolute instability but not
sufficient. Unless the ‘pinching’ condition of Briggs (1964), cf. the extension to spatially
periodic flows by Brevdo & Bridges (1996), is also satisfied, a local degeneracy of the
dispersion relation merely indicates the coincidence of waves propagating in the same
direction. In their forthcoming publication Janke & Balakumar (1998b) therefore
corrected their statement about absolute instability. Nevertheless, the resulting locally
algebraic growth could be a possible transition mechanism. But the apparent existence
of many such degeneracies (also between slightly damped modes) makes it rather
difficult to decide which of these could be relevant for transition. On the other hand,
the wake-like profiles of the streamwise vortex velocity plausibly suggest that an
absolute instability of secondary instability modes satisfying the pinching criterion
might exist and be the self-sustaining process causing breakdown. This hypothesis is
at present still under investigation.

The results cited above provide a detailed description of secondary instability in
boundary-layer flows for specific flow conditions. Most studies employed nonlinear
PSE solutions as base flow and therefore are sensitive to initial conditions due to
the spatial Hopf bifurcation in the flow. As an undesirable consequence of this fact,
the initial conditions enter as an extra parameter in the problem. The experimental
results of Deyhle & Bippes (1996) also show that the initial conditions, given by the
disturbance environment, influence the transition in a rather intricate way. The use of
equilibrium solutions removes the initial conditions as a parameter from the problem
and allows one to search for general stability properties of the swept-plate boundary
layer.

In §§ 2 and 3 we describe the laminar flow and compute equilibrium solutions for sta-
tionary or travelling crossflow vortices relevant to the parameters of the DLR swept-
plate experiment. The case where both stationary and travelling crossflow vortices
interact is more difficult, because the resulting flow is no longer Galilei invariant under
the parallel flow assumption, and is not treated herein. The swept-plate experiment
has been conducted in Göttingen by Bippes and his group, cf. for example Nitschke-
Kowsky & Bippes (1988), Müller & Bippes (1988), Bippes, Müller & Wagner (1991),
Deyhle, Höhler & Bippes (1993) or Deyhle & Bippes (1996), as a basic experiment
and data base for crossflow instability and transition research in a three-dimensional
boundary layer without the influence of body curvature. Comparing the equilibrium
solution with the PSE results for various initial conditions, we clarify the bifurcation
behaviour into the spatially oscillating quasi-equilibria of the PSE solutions. Using
particular scalings such periodic or pseudo-periodic solutions were also observed as
possible solutions of amplitude equations in unsteady critical layer theory, cf. Smith,
Brown & Brown (1993), Gajjar (1996) or Brown & Smith (1996). In § 4, we describe
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Figure 1. DLR infinite-swept-plate experiment, cf. Bippes et al. (1991).

the governing equations for secondary instability, and present results for our nonlinear
equilibrium flow created by stationary crossflow vortices which is most relevant to the
low-disturbance environment of free flight. Following a detailed analysis, we identify
the mode that can be expected to play an important role in the breakdown process.

2. Laminar base flow
2.1. Infinite-swept-plate potential flow

In the following we shall consider the incompressible flow over an infinite swept flat
plate with an imposed favourable pressure gradient (i.e. decreasing pressure in the
chord direction). This model flow, specifically designed for the study of crossflow
instabilities without the influence of body curvature, has the advantage that several
experimental results exist for comparison, cf. the recent survey by Bippes (1999).
In particular we choose our parameters within the range of the DLR swept-plate
experiment, sketched in figure 1, which has frequently been used as a data base for
temporal DNS, cf. Meyer & Kleiser (1988) or Meyer (1989), spatial DNS, cf. Joslin &
Streett (1994), Müller (1995) or Müller, Bestek & Fasel (1995) and PSE computations,
cf. Bertolotti (1996) or Janke & Balakumar (1998a). In the DLR experiment the
favourable, essentially constant, negative pressure gradient in the direction normal
to the leading edge is induced by a displacement body above the plate. Contoured
end plates, aligned with the streamlines at the boundary-layer edge, approximate
infinite swept plate conditions with a geometric sweep angle of 45◦ which, due to the
displacement effect of the wind tunnel model, is reduced to an effective sweep angle of
ϕ∞ = 42.5◦. The chord length of the plate c∗ is 0.5 m and the dimensional free-stream
velocity Q∗∞ equals 19 m s−1 (dimensional quantities are denoted by an asterisk).

All velocities q∗ = (u∗, v∗, w∗) are decomposed into the (steady) laminar base flow
Q∗ = (U∗, V ∗,W ∗), denoted by upper-case letters, and the (fluctuating) disturbance
velocities q̃∗ = (ũ∗, ṽ∗, w̃∗)

q∗(x∗, y∗, z∗, t∗) =Q∗(x∗, y∗, z∗) + εp q̃
∗(x∗, y∗, z∗, t∗). (2.1)

Here the primary amplitude εp has been introduced for convenient comparison with
linear and weakly nonlinear results. But in our case εp can be arbitrarily large and
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Figure 2. Infinite swept plate: coordinate systems.

will be quantified in our continuation procedure by a normalization condition. We
define a body-fixed, chordwise coordinate system (x∗c , y∗, z∗c ), denoted by the subscript
c, where x∗c is in the chordwise direction, z∗c is in the spanwise direction, and y∗ is
normal to the plate. The corresponding velocities are denoted by (u∗c , v∗, w∗c ). For the
primary instability analysis it is customary to introduce a local streamwise coordinate
system (x∗s , y∗, z∗s ), denoted by the subscript s, where x∗s is in the direction of the
local free-stream velocity U∗s,e at the boundary-layer edge, and z∗s is in the crossflow
direction normal to x∗s . Figure 2 shows the various coordinate systems, including the
wave-oriented coordinate system (x∗ψ, y∗, z∗ψ) to be used in the stability analysis.

Due to the infinite-swept-wing assumption the spanwise velocity W ∗
c,e = Q∗∞ sinϕ∞

at the edge of the boundary layer is constant and the chordwise velocity U∗c,e =

Q∗∞ cosϕ∞(1− cp)1/2 at the boundary-layer edge depends only on x∗c . For a given wall

pressure coefficient cp(x
∗
c) = (p∗(x∗c) − p∗∞)/(ρ∗U∗2c,∞/2) the local potential velocity at

the boundary-layer edge can then be expressed in terms of cp

Q∗e(x
∗
c) = {(U∗c,e)2 + (W ∗

c,e)
2}1/2 = Q∗∞{(1− cp) cos2 ϕ∞ + sin2 ϕ∞}1/2, (2.2)

with the corresponding local sweep angle

ϕs(x
∗
c) = arctan (W ∗

c,e/U
∗
c,e) = arctan{tanϕ∞/(1− cp)1/2}. (2.3)

Meyer (1989) used a least-squares fit to approximate the experimentally measured
pressure coefficient cp(x

∗
c) for x∗c > 0.04c∗ analytically by the linear function

cp(x
∗
c/c
∗) = 0.941− 0.845(x∗c/c

∗)

which was also used by amongst others Joslin & Streett (1994) or Müller (1995). For
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Figure 3. Experimental pressure distribution (◦) on the DLR swept plate (Müller & Bippes 1988)
together with analytical approximation (2.4).

the non-similar boundary-layer computation used in our analysis it is necessary to
include the stagnation point and we therefore supplemented the above approximation
for x∗c/c∗ < 0.1 as follows:

cp =


a1(x

∗
c/c
∗ − 0.02)2 + a0 : x∗c/c∗ 6 0.04,

b4(x
∗
c/c
∗)4 + b3(x

∗
c/c
∗)3 + b2(x

∗
c/c
∗)2 + b1(x

∗
c/c
∗) + b0 : 0.04 < x∗c/c∗ 6 0.1,

0.941− 0.845(x∗c/c∗) : 0.1 < x∗c/c∗.
(2.4)

The coefficients

a0 = 1.0, a1 = −53.7045,

b0 = 0.852153, b1 = 12.2960, b2 = −340.922, b3 = 3231.52, b4 = −10475.6

were chosen such that the pressure coefficient is continuous up to second order and
approximates the experimental values of Müller & Bippes (1988) with a stagnation
point at x∗c/c∗ = 0.02, cf. figure 3.

2.2. Infinite-swept-plate boundary layer

Instead of solving the rather complicated Navier–Stokes boundary-value problem for
the laminar flow over the swept plate depicted in figure 1, we solve the boundary-layer
equations for an infinite swept plate subject to the edge velocity (2.2) in conjunction
with (2.4). Following standard practice, e.g. White (1974), we introduce the coordinate
system (xc, χ, zc), where xc and zc are the chordwise and spanwise coordinates non-
dimensionalized with a fixed global reference length such as the plate chord c∗. The
local similarity variable χ is defined by

χ = y∗/δ∗(x∗c) with δ∗(x∗c) =
√
ν∗x∗c/U∗c,e(x∗c), (2.5)

where ν∗ denotes the kinematic viscosity. Then the boundary-layer equations can be
written in terms of the stream function Ψ ∗(xc, χ) and spanwise velocity W ∗

c (xc, χ)

Ψ ∗(xc, χ) =
√
U∗c,e(x∗c)ν∗x∗c F(xc, χ), (2.6)

W ∗(xc, χ) = W ∗
c,e G(xc, χ), (2.7)
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such that

F ′′′ +
1

2− βH FF
′′ +

βH

2− βH {1− F
′2}+ xc

(
F ′′
∂F

∂xc
− F ′ ∂F

′

∂xc

)
= 0, (2.8)

G′′ +
1

2− βH FG
′ + xc

(
G′
∂F

∂xc
− F ′ ∂G

∂xc

)
= 0. (2.9)

Here primes denote differentiation with respect to χ, and F and G satisfy the boundary
conditions

F(xc, χ) = F ′(xc, χ) = G(xc, χ) = 0, χ = 0,

F ′(xc, χ) = G(xc, χ) = 1, χ→∞.
The term βH is the Hartree pressure-gradient parameter, defined as

βH =

(
1

2
− 1− cp
x∗c(dcp/dx∗c)

)−1

. (2.10)

Without the xc-derivatives, equations (2.8), (2.9) reduce to the frequently used
Falkner–Skan–Cooke equations for self-similar boundary layers. We solve the non-
similar equations (2.8), (2.9) starting from the stagnation point, where the velocities are
computed via Hiemenz equations, and march downstream using an accurate spectral
multi-domain code employing a first-order Euler discretization of the xc derivatives.

2.3. Local reference quantities

For the following analysis we introduce local reference quantities at each chordwise
location x∗c = x∗c,r under investigation. In particular we take the similarity length

δ∗(x∗c,r), defined in equation (2.5), as local reference length L∗ref = {ν∗x∗c,r/U∗c,e(x∗c,r)}1/2,
such that our dimensionless coordinates are x = x∗/L∗ref , y = y∗/L∗ref = χ(x∗c,r), z =
z∗/L∗ref . The use of the reference length δ∗(x∗c,r) offers the numerical advantage that
the boundary layer occupies roughly the same portion of the computational domain
independent of chordwise position. Our reference velocity is the local free-stream
velocity (2.2), i.e. Q∗ref = Q∗e(x∗c,r). Then the local Reynolds number is defined by

Re = Q∗refL
∗
ref /ν

∗ =
{
U∗c,e (x∗c,r)x

∗
c,r/ν

∗}1/2
/cosϕs(x

∗
c,r). (2.11)

The normal boundary-layer velocity V is of higher order in terms of the local
Reynolds number and will be neglected in our equilibrium solution. Furthermore, we
assume that locally the laminar base flow depends only on y (quasi-parallel boundary
layer) such that

Qc(xc, y, zc) ≡ (Uc(y), 0, Wc(y)) = (F ′(xc; y) cosϕs, 0, G(xc; y) sinϕs) (2.12)

is our quasi-parallel laminar base flow in chordwise coordinates. Figure 4 depicts the
streamwise and crossflow velocities Us and Ws, defined by

Us(y) = U∗s /Q
∗
e = F ′(xc; y) cos2 ϕs + G(xc; y) sin2 ϕs, (2.13)

Ws(y) = W ∗
s /Q

∗
e = {G(xc; y)− F ′(xc; y)} cosϕs sinϕs, (2.14)

for various x∗c/c∗. Also shown are the Falkner–Skan–Cooke (FSC) similarity profiles
used in the previous investigation of Koch (1996). While there are some deviations in
the first half of the plate, the FSC similarity profiles are quite accurate for x∗c/c∗ > 0.4.
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3. Primary equilibrium solution
3.1. Governing equations

The incompressible Navier–Stokes equations are non-dimensionalized with the local
reference quantities L∗ref and Q∗ref defined at fixed xc = xc,r . We are interested in oblique,
travelling-wave-type equilibrium solutions which propagate in the direction ψc =
arctan (βc/αc) with the (unknown) wave speed C . Using the Galilei transformation
x′c = xc − C cosψc t, y

′ = y, z′c = zc − C sinψc t, t
′ = t, and henceforth dropping the

prime, the solution is steady in the moving system, i.e. ∂/∂t ≡ 0. Substituting (2.1),
non-dimensionalized with Q∗e , together with (2.12) into the incompressible Navier–
Stokes equations in the normal velocity (v)–normal vorticity (η) formulation, with η =
∂uc/∂zc − ∂wc/∂xc, we obtain for the disturbance part (ṽ, η̃) in chordwise coordinates{

(Uc − C cosψc)
∂

∂xc
+ (Wc − C sinψc)

∂

∂zc

}
∆cṽ − d2Uc

dy2

∂ṽ

∂xc
− d2Wc

dy2

∂ṽ

∂zc

+εp

{
∂2N(2)

∂x2
c

+
∂2N(2)

∂z2
c

− ∂2N(1)

∂xc∂y
− ∂2N(3)

∂y∂zc

}
=

1

Re
∆c∆cṽ, (3.1)

(Uc − C cosψc)
∂η̃

∂xc
+ (Wc − C sinψc)

∂η̃

∂zc
+

dUc

dy

∂ṽ

∂zc
− dWc

dy

∂ṽ

∂xc

εp

{
∂N(1)

∂zc
− ∂N(3)

∂xc

}
=

1

Re
∆cη̃. (3.2)

Here ∆c denotes the Laplacian in chordwise coordinates, and the nonlinear terms are

N(1) = ũc
∂ũc

∂xc
+ ṽ

∂ũc

∂y
+ w̃c

∂ũc

∂zc
, (3.3a)

N(2) = ũc
∂ṽ

∂xc
+ ṽ

∂ṽ

∂y
+ w̃c

∂ṽ

∂zc
, (3.3b)

N(3) = ũc
∂w̃c

∂xc
+ ṽ

∂w̃c

∂y
+ w̃c

∂w̃c

∂zc
. (3.3c)
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The velocity components ũc and w̃c can be determined from the definition of normal
vorticity η̃ together with the continuity equation.

Due to our parallel-flow assumption all disturbances will be periodic not only in
zc but also in xc and can be expressed in the form of Fourier expansions{

ṽ

η̃

}
(xc, y, zc) =

Np∑
n=−Np

{
v̂n(y)

η̂n(y)

}
ein(αcxc+βczc) (3.4)

which will be truncated at Np. The modal functions v̂n(y) and η̂n(y) are complex but
reality of the physical solution implies

v̂−n = v̂†n , η̂−n = η̂†n ,

such that only modes with n > 0 need to be considered. The dagger denotes the
complex conjugate. Substituting (3.4) into equations (3.1) and (3.2) and balancing
exponential terms, we obtain the modal equations for 0 < n 6 Np{

1

Re

(
d2

dy2
− n2k2

)2

− ink

[
(Uψ − C)

(
d2

dy2
− n2k2

)
− d2Uψ

dy2

]}
v̂n = εp

Np∑
r=−Np

NOS
n−r,r,

(3.5){
1

Re

(
d2

dy2
− n2k2

)
− ink(Uψ − C)

}
η̂n + ink

dWψ

dy
v̂n = εp

Np∑
r=−Np

NSQ
n−r,r (3.6)

subject to the homogeneous boundary conditions

v̂n(y) = dv̂n(y)/dy = η̂n(y) = 0, y = 0,

v̂n(y) = dv̂n(y)/dy = η̂n(y) = 0, y →∞.
Here k = (α2

c + β2
c )

1/2 is the magnitude of the wavenumber vector in the wave-
oriented coordinate system (xψ, y, zψ), where xψ is in the direction of the wavenumber
vector making the angle ψc = arctan (βc/αc) with the xc-direction, cf. figure 2. The
corresponding base flow components are (Stuart transformation)

Uψ(y) = Uc(y) cosψc +Wc(y) sinψc, (3.7)

Wψ(y) = −Uc(y) sinψc +Wc(y) cosψc. (3.8)

Using the definition of the vorticity vector (ξ, η, ζ) together with the continuity
equation we obtain

ûn = i(αcdv̂n/dy − βcη̂n)/(nk2),

ŵn = i(βcdv̂n/dy + αcη̂n)/(nk
2),

ξ̂n = i(αcdη̂n/dy + βcd
2v̂n/dy

2)/(nk2)− inβcv̂n,

ζ̂n = i(βcdη̂n/dy − αcd2v̂n/dy
2)/(nk2) + inαcv̂n.

With these expressions the nonlinear convolution terms in equations (3.5), (3.6) can
be written in terms of (v̂, η̂):

NOS
ν,r =

r + ν

ν

{
v̂ν

(
d2

dy2
− r2k2

)
dv̂r
dy
− dv̂ν

dy

(
d2

dy2
− r2k2

)
v̂r

}
,

NSQ
ν,r =

r

ν

(
v̂r

dη̂ν
dy
− η̂r dv̂ν

dy

)
+ v̂ν

dη̂r
dy
− η̂ν dv̂r

dy
.
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The mean flow distortion components û0 and ŵ0 require a separate treatment of those
convolution terms containing them, i.e.

Np∑
r=−Np

Nn−r,r =Nn,0 +N0,n +

Np∑
r=−Np

′′ Nn−r,r,

where
∑′′

denotes the sum over the remaining terms. In particular we find

NOS
n,0 +NOS

0,n = inαc
{
û0

(
d2v̂n/dy

2 − n2k2v̂n
)− v̂nd2û0/dy

2
}

+inβc
{
ŵ0

(
d2v̂n/dy

2 − n2k2v̂n
)− v̂nd2ŵ0/dy

2
}
,

NSQ
n,0 +NSQ

0,n = inαc {û0η̂n − v̂ndŵ0/dy}+ inβc {ŵ0η̂n + v̂ndû0/dy} .
3.2. Mean flow distortion

As discussed by Milinazzo & Saffman (1985) for Blasius boundary-layer flow, the
assumption of chordwise periodicity constitutes a fundamental difficulty for the local
theory. In order to formulate at least a mathematically well-posed problem they
introduced a fictitious force term into the Navier–Stokes equations which renders the
locally parallel boundary-layer base flow an exact solution of the modified equations.
With various modifications this ad hoc procedure has been used extensively for
boundary-layer flows in temporal DNS, cf. the original work of Wray & Hussaini
(1984) or the review by Kleiser & Zang (1991), and local bifurcation analyses, cf.
Milinazzo & Saffman (1985) or Koch (1992). While one can argue about the physical
relevance of the non-rational force-term formulation, the results seemed to give at
least qualitatively correct results for two-dimensional boundary layers.

Using a FSC model flow with βH = 0.6 and ϕs = 45◦ Meyer & Kleiser (1988)
used the force-term formulation to compute quasi-two-dimensional temporal equi-
libria for stationary crossflow vortices with k = 0.3557 and ψs = (ψc − ϕs) = 85.6◦.
They found steady equilibria below Re ≈ 220 and time-periodic equilibria above,
with a supercritical Hopf bifurcation near Re ≈ 220. For the same problem and
Re = 220 Fischer (1995) performed a weakly nonlinear analysis using the parallel-
flow assumption and achieved good agreement with the results of Meyer & Kleiser
(1988). At this low Reynolds number the mean-flow disturbance profiles of figure 5 in
Fischer (1995) could be reproduced almost exactly by extending the numerical force-
term bifurcation analysis of Koch (1992). However, in an attempt to approximate the
experimentally observed saturation states in the second half of the plate, where the
Reynolds numbers and amplitudes are larger, a physically abnormal overshoot of the
streamwise mean flow velocity was obtained. To our knowledge the only other paper
where a similar observation has been reported is the long-time temporal simulation
of Corral & Jiménez (1992), cf. their figure 8. They speculate that the force term does
not represent the flow correctly over such long time scales and therefore is the reason
for this overshoot.

This brings us back to the unphysical parallel-flow assumption. As shown by
Herbert (1974) and elaborated by Bertolotti (1991), the convective and viscous terms
are of equal order for wavenumbers approaching zero. Hence, for large Re the
parabolic boundary-layer equations govern not only the laminar base flow but also
the mean flow distortion (εpû0(y), εpv̂0(y), εpŵ0(y)). In an attempt to approximate the
solution locally by an ordinary differential equation Herbert (1974) and Bertolotti
(1991) assumed the whole mean flow to be locally self-similar. In the following we
shall also use this locally self-similar approach. However, we have to stress the fact
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that this is only an approximation because the nonlinear forcing terms are by no
means self-similar. We shall test the validity of this self-similarity approximation by
comparing the results with PSE and spatial DNS computations.

Following Herbert (1974) we therefore combine the mean flow distortion with the
laminar base flow and apply the boundary-layer scaling to the total mean flow

(Um,c, Vm,c,Wm,c) = (Uc(xc, χ) + εpû0(xc, χ), εpv̂0(xc, χ), Wc(xc, χ) + εpŵ0(xc, χ)). (3.9)

Here χ denotes the similarity variable introduced by (2.5). Due to the infinite-swept-
wing assumption the total mean flow is independent of zc and the continuity equation
defines a mean flow stream function Ψm,c(xc, χ) such that

Um,c(xc, χ) = ∂Ψm,c/∂χ, Vm,c(xc, χ) = − ∂Ψm,c/∂xc.

Balancing exponential terms we obtain the mean flow equations valid for large Re:

1

Re

∂3Ψm,c

∂χ3
− ∂Ψm,c

∂χ

∂2Ψm,c

∂xc∂χ
+
∂Ψm,c

∂xc

∂2Ψm,c

∂χ2
+Uc,e

dUc,e

dxc
= ε2p

Np∑
r=1

N(1)
−r,r, (3.10)

1

Re

∂2Wm,c

∂χ2
− ∂Ψm,c

∂χ

∂Wm,c

∂xc
+
∂Ψm,c

∂xc

∂Wm,c

∂χ
= ε2p

Np∑
r=1

N(3)
−r,r, (3.11)

subject to the boundary conditions

Ψm,c(xc, χ) = ∂Ψm,c(xc, χ)/∂χ = Wm,c(xc, χ) = 0, χ = 0,

∂Ψm,c(xc, χ)/∂χ = cosϕs, Wm,c(xc, χ) = sinϕs, χ→∞.
Here the nonlinear terms (3.3a) and (3.3c) can again be rewritten in terms of (v̂, η̂)

N(1)
−r,r = − 2

rk2
Im

{
αc

d2v̂r

dχ2
v̂†r − βc d

dχ
(η̂rv̂

†
r )

}
,

N(3)
−r,r = − 2

rk2
Im

{
βc

d2v̂r

dχ2
v̂†r + αc

d

dχ
(η̂rv̂

†
r )

}
,

with Im denoting the imaginary part.
In equations (3.10) and (3.11) the dilemma with the parallel-flow assumption

becomes apparent because they contain derivatives in xc-direction. Following the
suggestion of Herbert (1974) we use the local similarity assumption for the mean flow
distortion

Ψm,c(xc, y) =

(
U∗c,e(x∗c) x∗c
U∗c,e(x∗c,r) x∗c,r

)1/2

{F(xc, χ) + εp f0(χ)} cosϕs(x
∗
c,r), (3.12)

Wm,c(xc, y) = {G(xc, χ) + εp g0(χ)} sinϕs(x
∗
c,r) (3.13)

to approximate the chordwise variation of the total mean flow. Here F(xc, χ) and
G(xc, χ) denote the non-similar laminar base flow solution of § 2.2. Substituting (3.12)
and (3.13) into equations (3.10), (3.11), subtracting out the laminar base flow and
observing that

xc,r = (U∗c,e(x
∗
c,r) x

∗
c,r/ν

∗)1/2 = Re cosϕs(x
∗
c,r),
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we obtain approximate mean flow distortion equations by letting xc → xc,r such that
χ→ y

cosϕs(x
∗
c,r)

Re

{
f′′′0 +

1

2− βH
(
F ′′f0 + Ff′′0 + εp f0f

′′
0

)− βH

2− βH
(
2F ′f′0 + εp f

′2
0

)
+ cosϕs(x

∗
c,r)Re

(
∂F

∂xc
f′′0 − ∂F ′

∂xc
f′0

)}
= εp

Np∑
r=1

N(1)
−r,r, (3.14)

sinϕs(x
∗
c,r)

Re

{
g′′0 +

1

2− βH
(
G′f0 + Fg′0 + εp f0 g

′
0

)
+ cosϕs(x

∗
c,r)Re

(
∂F

∂xc
g′0 − ∂G

∂xc
f′0

)}
= εp

Np∑
r=1

N(3)
−r,r, (3.15)

with the homogeneous boundary conditions

f0(y) = f′0(y) = g0(y) = 0, y = 0,

f′0(y) = g0(y) = 0, y →∞.
From (3.12), (3.13) we find for xc → xc,r

û0(y) = f′0(y) cosϕs(x
∗
c,r), ŵ0(y) = g0(y) sinϕs(x

∗
c,r). (3.16)

3.3. Numerical solution procedure

For the numerical solution the governing modal equations (3.5), (3.6) and the mean
flow distortion equations (3.14), (3.15) are converted into algebraic form by means
of Chebyshev collocation, with due consideration of the corresponding boundary
conditions. For this purpose the semi-infinite domain y ∈ [0,∞) is mapped into the
finite domain χ ∈ [1, 0) via the exponential transformation

χ = exp (−y/y0), y = −y0 ln χ. (3.17)

In general we choose y0 = 15 and truncate the Fourier expansion (3.4) at Np = 4. In
the wall-normal direction we use K = 55 collocation points for all results presented
unless otherwise noted. The low-resolution truncation at Np = 4 as well as the v–η
formulation instead of the primitive variables formulation are means of limiting the
size of the Jacobian in the Newton–Raphson iteration of our continuation method.
To take advantage of symmetry properties it is assumed that the laminar mean flow
at the K collocation points

χj = cos [jπ/(2K − 1)], j = 0, ..., K − 1, (3.18)

can be continued symmetrically into −1 6 χ < 0. Spurious unstable modes are
avoided by employing Ehrenstein’s method for the implementation of the boundary
conditions, essentially a reduction to a system of at most second-order differential
equations, cf. the appendix in Brevdo (1992b). Derivatives are computed by the
collocation matrix method, cf. Canuto et al. (1987). To fix the amplitude εp and phase
of the solution we add the local normalization condition

v̂1(ynorm) = 1, (3.19)

where we take ynorm as the tenth collocation point. The choice of ynorm is arbitrary,
but v̂1 must not be too close to zero at ynorm.
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If we introduce the definitions

f0j = f0(yj); g0j = g0(yj); v̂nj = v̂n(yj); η̂nj = η̂n(yj),

1 6 n 6 Np, 0 6 j 6 K − 1,

Chebyshev collocation transforms our governing equations (3.5), (3.6), (3.14) and (3.15)
together with the normalizing condition (3.19) into a system of 2(1 + 2Np)(K − 1) + 2
nonlinear (real) algebraic equations of the form

F (y ; Λ) = 0. (3.20)

The (real) solution vector

y = {f0j , g0j; Re (v̂nj), Im (v̂nj),Re (η̂nj), Im (η̂nj);C, εp},
1 6 n 6 Np, 1 6 j 6 K − 1,

contains the 2(1+2Np)(K−1) unknown modal values at the K−1 interior collocation
points together with the unknown wave speed C and amplitude εp. Here Re (z) and
Im (z) denote the real and imaginary part of z. The parameter vector Λ contains
the parameters controlling the solution. In general we are interested in finding the
solution of (3.20) as a single parameter, the so-called bifurcation parameter λ, is varied
while all other parameters are kept fixed, for example λ = αc out of Λ = (αc, βc, Re).
For this branch tracing or path following procedure we use the continuation method,
cf. Keller (1977) or the monograph by Seydel (1994). To avoid the singularity of
ordinary continuation in λ at a turning point (simple fold point) where the Jacobian
Fy vanishes, an additional parameterizing equation P (y, λ, s) = 0 is added to formulate
the extended system

G(Y ; s) ≡
(
F (Y )
P (Y ; s)

)
= 0 ; Y =

(
y
λ

)
. (3.21)

Here s denotes an arclength parameter. Usually the pseudo-arclength parameterization
of Keller (1977)

P (y, λ, s) ≡ θ∑
i

{yi(s)− yi(s0)}(dyi/ds)(s0)
+ (1 − θ){λ(s) − λ(s0)}(dλ/ds)(s0) − (s − s0) = 0

is used, where s0 denotes the pseudo-arclength parameter at the previously computed
point. The detuning parameter 0 < θ < 1 allows us to place different emphasis on y
or λ and the sum is to be extended over all 2(1 + 2Np)(K − 1) + 2 components of the
solution vector y.

Starting with a known solution Y (s0) at s = s0, which in our case is either a
solution on the linear neutral surface or a previously computed nonlinear solution,
an initial approximation Y (0)(s) of the new solution at s can be obtained by means
of the simple tangent predictor

Y (0)(s) = Y (s0) + (s− s0) (dY /ds)(s0),

where (dY /ds)(s0) is already available from the Newton–Raphson iteration at the
previous step. The approximate solution Y (0)(s) is then corrected by Newton–Raphson
iteration of the extended system (3.21), which converges rapidly for a suitably chosen
step size (s− s0).
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Figure 5. Cuts through linear neutral surface Im{ω(αc, βc, xc/c)} = 0 at xc/c = 0.1, 0.2, ... , 1.0 for
Q∗∞ = 19 m s−1, ϕ∞ = 42.5◦ and K = 45.

3.4. Linear and nonlinear neutral surface

As noted in § 3.3 the linear neutral surface is the starting point for our continuation
procedure and therefore has to be computed first. With n = 1, εp = 0 and ω = kC
equations (3.5), (3.6) reduce to the temporal primary stability equations for the
(complex) frequency ω. Figure 5 shows the results in the form of various cuts through
the linear neutral surface Im (ω) = 0 for our quasi-parallel swept-plate flow with
Q∞ = 19 m s−1 and ϕ∞ = 42.5◦. Temporal amplification curves for Im (ω) = 0.0025,
0.005 and 0.0075 are shown as thin dashed curves in every second (shaded) xc/c =
const cut. In the xc/c = 1 cut the zero-frequency line Re (ω) = 0 is marked by small
circles.

From this linear neutral surface the solution can now be continued into the
nonlinear regime εp > 0. Instead of the amplitude εp it is customary to use the total

fluctuation energy E per unit mass, non-dimensionalized with U∗2refL
∗
ref , as a measure

of nonlinearity, i.e.

E = 2

Np∑
n=1

En, En = ε2p

∫ ∞
0

{|ûn(y)|2 + |v̂n(y)|2 + |ŵn(y)|2} dy.

The factor 2 takes care of the modes from n = −1 to n = −Np. The linear neutral
surface depends on the three parameters αc, βc and xc/c (or equivalently Re). Nonlin-
earity adds the fourth parameter E (or equivalently εp). Due to the infinite-swept-wing
assumption the dimensional spanwise disturbance wavelength λ∗zc remains constant as
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Figure 6. Nonlinear neutral surface E(αc, xc/c) for constant spanwise wavelength λ∗zc = 12 mm.

Q∗∞ = 19 m s−1, ϕ∞ = 42.5◦ with Np = 4.

a single wave travels downstream. In order to limit our parameter variation we se-
lected that particular cut through the linear neutral surface which keeps λ∗zc = 12 mm
constant. This is close to the experimentally observed value for stationary crossflow
vortices, cf. Müller (1995). λ∗zc = 12 mm is also close to the critical spanwise wave-
length for stationary crossflow vortices. In figure 5 the (parallel-flow) neutral curve
for βc = β∗cL∗ref = 2πL∗ref /λ

∗
zc

corresponding to λ∗zc = 12 mm is shown by the thick
dashed curve. Notice that due to the local reference length L∗ref varying with xc/c
the value of βc also varies with xc/c. The zero-frequency line Re (ω) = 0 in the
λ∗zc = 12 mm cut is again marked by small circles. We see that travelling crossflow
vortices with λ∗zc = 12 mm become unstable slightly closer to the leading edge xc/c = 0
than stationary crossflow vortices. These correspond to the experimentally observed
low-frequency waves travelling towards the leading edge.

The bounding curve of this particular λ∗zc = 12 mm cut through the linear neutral
surface, reshown in figure 6 as the boundary of the shaded area, is the starting point
for our nonlinear continuation procedure. The thin dashed curves for E = 0 mark
again the temporal amplification curves Im (ω) = 0.0025, 0.005 and 0.0075 and give
an idea about the linear growth under the parallel flow assumption. The line formed
by the small open circles represents the zero-frequency line Re (ω) = 0 for the linear
problem with λ∗zc = 12 mm. Fixing xc/c (i.e. Re) together with λ∗zc (i.e. βc) we vary αc in
our continuation procedure and obtain the nonlinear equilibria for Np = 4 shown as
solid curves in figure 6. The low resolution Np = 4 has been chosen as a compromise
between necessary computation time and accuracy. For the simpler approximation
using FSC base flow profiles preliminary results were published in Koch (1996). On
the equilibrium curves the large open circles depict the zero-frequency results for
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x∗c/c∗ βH ϕs (deg.) Q∗ref (m s−1) L∗ref (mm) Re

0.1 0.4549 67.5397 13.8898 0.3772 346.9673
0.2 0.5408 62.4763 14.4744 0.4751 455.4462
0.3 0.5771 58.6143 15.0363 0.5378 535.5424
0.4 0.5972 55.4872 15.5779 0.5849 603.4576
0.5 0.6099 52.8648 16.1014 0.6232 664.5121
0.6 0.6187 50.6132 16.6083 0.6556 721.1089
0.7 0.6251 48.6464 17.1002 0.6839 774.5382
0.8 0.6300 46.9055 17.5784 0.7092 825.5734
0.9 0.6339 45.3482 18.0438 0.7320 874.7164
1.0 0.6370 43.9427 18.4976 0.7529 922.3121

Table 1. Local reference quantities

stationary crossflow vortices. The other symbols mark travelling crossflow vortices
with various (dimensional) frequencies

f∗[Hz] =
Ck

2π

Q∗ref

L∗ref

,

ranging from 0 to 300 Hz, where C is the computed nonlinear wave speed of the
equilibrium solution and k = (α2

c + β2
c )

1/2. Positive frequencies designate crossflow
vortices propagating towards the leading edge, negative frequencies specify crossflow
vortices travelling away from the leading edge. As can be seen from figure 6 the
latter travelling waves become neutral farther away from the leading edge than the
stationary crossflow vortices and their importance for transition is not yet clear.
We also notice that the nonlinear equilibrium energy of waves with phase velocities
oriented towards the leading edge is considerably lower than the energy of the
stationary vortex. This trend is in line with experimental and DNS observations that
the saturation amplitude of travelling waves is lower than that of the stationary
vortex.

However, the question of utmost interest is how well do these local temporal
equilibrium solutions approximate actual spatial simulations. For this purpose we
performed a nonlinear PSE analysis, cf. Bertolotti, Herbert & Spalart (1992) or
Herbert (1997), for the stationary vortex f∗ = 0 using the multi-domain spectral code
with the same low resolution Np = 4 and widely varying initial amplitudes. In spatial
simulations more relevant global reference quantities are usually used which allow
a direct comparison between different chordwise stations. To facilitate a comparison
with global reference quantities we include a list of our local reference quantities in
table 1 which was computed with ν∗ = 0.151 × 10−4 m2 s−1. Our PSE analysis uses
the same non-self-similar boundary-layer base flow (cf. figure 4) as our equilibrium
solution. The results of this comparison are shown in figure 7 on the commonly
used semi-log scale as well as on a linear scale. The semi-log scale clearly shows the
widely varying initial conditions for the fundamental mode imposed upstream from
the neutral point (marked by an arrow) such that the PSE results decay first before
becoming amplified. To get a feeling for the initial conditions which are relevant for
the DLR swept-plate experiment we also included the stationary vortex results of
Bertolotti (1996) (marked by the dotted curve with the star symbols) for a row of
steady surface bumps at xc/c = 0.08 although these results are for slightly different
free-stream conditions. In Bertolotti (1996) it has been demonstrated that for a true
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Figure 7. Total fluctuation energy E of steady crossflow vortices as a function of chordwise distance
xc/c for λ∗zc = 12 mm, Q∗∞ = 19 m s−1 and ϕ∞ = 42.5◦: (a) semi-log scale, (b) linear scale. The various
solid curves depict our PSE results for widely varying initial conditions. The two dashed curves are
unpublished spatial DNS results of Kloker & Bonfigli (1998) for two differing initial conditions.
The symbols mark our local zero-frequency equilibrium results with Np = 4: open circles give the
total fluctuation energy E, the other symbols indicate the contributions of the four modal energies
En namely n = 1 (solid circle), n = 2 (cross), n = 3 (triangle) and n = 4 (open square). The arrow
marks the neutral point and the dotted curve with the starred symbols shows the stationary vortex
result of Bertolotti (1996) initiated by a row of steady surface bumps at xc/c = 0.08.

comparison with the experiment one has to include travelling modes as well. In
wind tunnel experiments these travelling modes are always excited by the free-stream
turbulence contrary to the low-turbulence environment of free flight.

The linear scale can be used to demonstrate the saturation behaviour in more
detail. Also depicted are the modal energies of the first four Fourier modes of the
equilibrium solution, demonstrating that the rather low resolution Np = 4 is accurate
enough for the total fluctuation energy E. The various PSE results seem to approach
the equilibrium result but then decay again. A similar oscillatory behaviour had been
observed by Malik et al. (1994) and a check with the completely independent compact
finite difference PSE code NOLOT (for a description of the linear version of the code
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see Hein et al. (1994)) produced practically identical results. While we had anticipated
deviations due to our simplifying assumptions in obtaining the equilibrium solution,
we expected all PSE results to coalesce into a single unique ‘saturation’ curve. Using
an improved version of the spatial DNS code of Müller (1995), M. Kloker & G.
Bonfigli (1998 personal communication; see also Bonfigli & Kloker 1999) recently
recomputed the spatial evolution of stationary crossflow vortices in the DLR swept-
plate experiment for varying initial conditions and observed similar effects. Two of
their unpublished results are included in figure 7 as dashed curves and compare very
well with the PSE results (the differences are probably due to a slightly different base
flow and a different implementation of the initial disturbance).

The unexpected behaviour that for high initial amplitudes of the stationary cross-
flow vortices the ‘saturation’ maxima are lower and further upstream than for low
initial amplitudes indicates a spatial bifurcation analogous to the one observed by
Meyer & Kleiser (1988) in their temporal DNS results. We are also grateful to a
referee for pointing out that this spatially oscillating behaviour has been observed
not only in PSE computations, cf. Malik et al. (1994), but also in solutions obtained
by nonlinear critical layer theory, see Smith et al. (1993), Gajjar (1996) or Brown &
Smith (1996). Using temporal DNS (and the force-term formulation) for a FSC base
flow with βH = 0.6 and ϕs = 45◦ Meyer (1989) found stationary equilibria indepen-
dent of the initial amplitude for the low Reynolds number Re = 260. Wagner (1992)
extended the temporal results of Meyer (1989) and computed time-periodic equilib-
ria for the higher Reynolds number Re = 826 using very similar values of βH and
ϕs. The conclusion was that under the assumption of quasi-two-dimensionality the
stationary equilibrium solution undergoes a Hopf bifurcation near Re = 300 ending
up with a stable finite-amplitude travelling wave. These findings were in agreement
with temporal stability computations of equilibrium solutions obtained by applying
the force-term formulation (compare Koch 1992; Fischer 1995). In analogy to this
temporal behaviour we arrive at the following conclusion: our equilibrium solution
must become spatially unstable with respect to streamwise disturbances at some xc/c
and the slowly varying PSE solutions in figure 7 are the spatially oscillating stable
solutions after bifurcation.

A spatial secondary stability analysis could prove this directly. However, we had
already reached the storage limits of our workstation with the temporal analysis of
§ 4, and therefore used the following procedure to demonstrate the spatial bifurcation.
The bifurcation point, xc,bif , divides the chord direction into an upstream region
xc < xc,bif and a downstream region xc > xc,bif . The bifurcation is of the Hopf
type, leading to solutions steady in time but oscillatory in space when xc > xc,bif . The
oscillatory motion in space is mixed with, and obscured by, the spatial development of
the boundary layer. However, in a spatial, nonlinear, PSE computation the two effects
can be separated artificially by freezing the laminar, undisturbed boundary layer flow
past a location xc,fix , together with the local Reynolds number, and continuing the
computation in xc. Due to the freezing, the coordinate xc,pseudo = xc for xc > xc,fix

becomes a pseudo-coordinate. Evidence of a spatial bifurcation appears then as a
periodic oscillation in xc,pseudo of the nonlinear solution when the freezing point is
downstream of the bifurcation point xc,fix > xc,bif , and as a steady solution in xc,pseudo

when xc,fix < xc,bif .
Figure 8 synthesizes the results of several computations into one figure. The freezing

point used in each of the computations is shown along the axis labelled xc,fix/c.
The steady or oscillatory solutions develop along increasing xc,pseudo/c. Freezing the
laminar mean flow at xc,fix/c = 0.1 results in a solution that increases rapidly
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Figure 8. Steady crossflow vortices for λ∗zc = 12 mm, Q∗∞ = 19 m s−1 and ϕ∞ = 42.5◦: PSE results
for a boundary-layer base flow frozen at various xc,fix/c. The curve with circles at xc,pseudo/c = 8.0
marks the equilibrium solution result of figure 7.

in energy at about xc,pseudo/c = 1.5 and saturates at a constant value, indicating
that the bifurcation point occurs at higher chord coordinates. The same behaviour
happens for xc,fix/c = 0.2, although now a transient overshoot appears before the
solution reaches the final stationary state. Different initial amplitudes for the steady
crossflow vortices change only the transient behaviour, as indicated by the dotted
line for the case xc,fix/c = 0.2. Freezing the laminar base flow at xc,fix/c > 0.3 yields
solutions that oscillate indefinitely with increasing xc,pseudo , with a wavelength of the
order of the chord length of the swept plate. Unfortunately, this large wavelength
hinders experimental verification, since the laminar mean flow cannot be frozen in a
laboratory. Different initial amplitudes result in a phase shift of the periodic solution
but not in a change of the amplitude of the oscillation, as indicated by the dotted
curve in the result for xc,fix/c = 0.8. The vertical plane positioned at xc,pseudo/c = 8.0
in figure 8 allows one to compare the amplitude of both the steady and the oscillatory
solutions with the amplitude of the equilibrium solution. The circles on this vertical
plane correspond to the circles in figure 7.

The bifurcation explains why there is no ‘unique’ saturation curve for our PSE
results in figure 7: after a spatial bifurcation near xc/c = 0.3 only the spatially
oscillating solution is stable with respect to steady streamwise disturbances. Naturally,
for the non-parallel boundary layer the solution is only approximately periodic. It
is a mere coincidence that the equilibrium solution appears to be the envelope of
the slowly varying spatial PSE solutions for different initial amplitudes, because
after bifurcation the two solutions represent different solution branches. The small
discrepancies in figure 8 between the saturated PSE solutions and the equilibrium
solution before bifurcation must be due to the similarity approximation in our local
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Figure 9. Steady crossflow vortices for λ∗zc = 12 mm, Q∗∞ = 19 m s−1 and ϕ∞ = 42.5◦. Local skin
friction factor c′f (a) and wall streamline angle ϕw (b) as function of chordwise distance xc/c. The
curves correspond to the PSE results of figure 7. The solid circles mark the laminar boundary-layer
results while the open circles show the nonlinear equilibrium results with Np = 4.

equilibrium solution and signal the high sensitivity of the flow to the modelling of
the mean flow distortion. The bifurcation scenario described above clearly explains
the origin of the spatially oscillating solutions and shows that the spatial bifurcation
behaviour is analogous to that of temporally oscillating solutions observed in the
temporal DNS of Meyer & Kleiser (1988).

For engineering applications the (local) skin friction factor c′f , defined by

c′f =
τ∗w

1
2
ρ∗Q∗e

2
with τ∗w = µ∗

√(
∂U∗m,c
∂y∗

)2

w

+

(
∂W ∗

m,c

∂y∗

)2

w

,

is of vital interest. Here τ∗w denotes the local wall shear stress with µ∗ being the
(dynamical) viscosity. The direction of the wall streamline in the chord coordinate
system is given by

ϕw = arctan

{(
∂W ∗

m,c

∂y∗

)
w

/(
∂U∗m,c
∂y∗

)
w

}
.

In figure 9 we show c′f and ϕw for the PSE results of figure 7 together with the
equilibrium solution results. The rather abrupt changes in the laminar results for ϕw
near the leading edge are an indication that our model (2.4) for the pressure coefficient
is not very realistic in this region. For small xc/c we have fair agreement between
the maximal PSE saturation and the equilibrium solution. After bifurcation it is only
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Figure 10. Total fluctuation energy E of 135 Hz travelling crossflow vortices as function of chordwise
distance xc/c for λ∗zc = 12 mm, Q∗∞ = 19 m s−1 and ϕ∞ = 42.5◦: (a) semi-log scale, (b) linear scale.
The various curves depict the PSE results for widely varying initial amplitudes. The triangles mark
our local 135 Hz equilibrium results of figure 6 with Np = 4.

natural that the two solutions differ. This is in contrast to the fairly smooth equilibrium
surface for the fluctuating energy, shown in figure 6, and may be due to our similarity
approximation for the mean flow distortion. Figure 9 demonstrates very clearly that
an increase of the skin friction does not mean that transition occurred. The strongly
nonlinear stationary vortices cause the rapid increase in skin friction, but the flow
is still far from being turbulent. It is the instability of this slowly varying stationary
vortex which initiates transition. As can be seen in figure 9 the skin friction factor of
the equilibrium solutions is often lower than that of the still laminar PSE solution.
For fully turbulent flows this is equally true and the unstable equilibrium solutions
are sometimes used as goal dynamics in nonlinear control schemes, cf. Keefe (1993).

To see how well our equilibrium solutions approximate the PSE results for travelling
waves we also compared the two results for f∗ = 135 Hz in figure 10, again on a semi-
log and linear scale. Note the much lower ‘saturation’ of the f∗ = 135 Hz travelling
wave compared with the f∗ = 0 Hz stationary crossflow vortex of figure 7. Now the
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Figure 11. Zero-frequency equilibrium solution for λ∗zc = 12 mm, Q∗∞ = 19 m s−1, ϕ∞ = 42.5◦ as
function of chordwise distance xc/c: total mean flow velocity profiles Ups (y) and Wps (y) (upper two
rows) together with non-similar laminar boundary-layer profiles (dotted curves) and corresponding
mean flow distortion profiles εpu0s(y) and εpw0s(y) (lower two rows). K = 55 and the Fourier
resolution Np at each xc/c is as indicated.

equilibrium solution no longer envelopes the PSE results for varying initial amplitudes.
The PSE curves seem to ‘hesitate’ near the probably spatially unstable equilibrium
solution before saturating at higher amplitudes which probably correspond to a
different equilibrium solution. In the following section we describe the zero-frequency



Nonlinear equilibrium solutions in a three-dimensional boundary layer 155

4

0

4

8

0.40.2 0.6 0.8xc/c = 0.1

y

0.10

ep |un,s(y) |

y

8

0 0.10 0 0.10 0 0.10 0 0.10

0 0.02

ep |wn,s(y) |
0 0.02 0 0.02 0 0.02 0 0.02

Figure 12. Zero-frequency equilibrium solution for λ∗zc = 12 mm, Q∗∞ = 19 m s−1, ϕ∞ = 42.5◦ with
Np as in figure 11: Modal amplitudes εp|un,s(y)| and εp|wn,s(y)| with n = 1(∆), n = 2(◦), n = 3(�) and
n = 4(×) corresponding to figure 11.

equilibrium solution in more detail before we use it as nonlinear model flow for our
secondary instability investigation in § 4.

3.5. Zero-frequency nonlinear equilibrium solution

For the low-turbulence environment encountered in actual flight stationary crossflow
vortices are expected to dominate the transition process. The nonlinear zero-frequency
equilibrium solution is therefore of particular interest for a study of turbulent break-
down on swept wings and will be described in more detail in this section. Although
the low-resolution solution Np = 4 is good enough for the total fluctuation energy E
and the friction factor c′f , the contribution of the higher modes cannot be neglected
for certain details of the flow, especially at larger xc/c. For this reason we increased
the number of harmonics Np up to Np = 12 by means of a local Newton iteration
and use these higher resolutions for obtaining the following results.

Figure 11 shows the total mean flow velocity profiles (upper two rows of pictures) of
our zero-frequency equilibrium solution in streamwise coordinates together with the
corresponding mean flow distortion profiles (lower two rows of pictures) for various
chordwise stations xc/c. The symbols give an idea of the collocation point density.
The velocity overshoot of the force-term formulation has disappeared. This seems to
be the best we can do for a local solution.

Figure 12 depicts the streamwise and crossflow modal amplitudes for modes
n = 1, ..., 4 at various chordwise positions for the zero-frequency equilibrium solution
of figure 11. For xc/c = 0.1 the mode u1s(y) is still very similar to the primary eigen-
function and the higher modes are negligible. However, at the xc/c = 0.2 equilibrium
u1s(y) has already developed a second maximum near the edge of the boundary layer
and the higher modes have to be taken into account. Evidently, the shape assumption
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Figure 13. Zero-frequency equilibrium solution for λ∗zc = 12 mm, Q∗∞ = 19 m s−1, ϕ∞ = 42.5◦ with
Np as in figure 11: isolines of the total velocity Wψ (b) and disturbance velocity εpw̃ψ (c) in
(xψ, y)-plane perpendicular to the axis of the crossflow vortex. Isolines of Wψ are spaced 0.05 apart
with Wψ = 0.5 and 1 marked by dash-dotted lines. Isolines of εpw̃ψ are spaced 0.04 apart, starting
with 0.02 (except for xc/c = 0.1 which are spaced 0.02 apart, starting with 0.01). Negative values are
plotted by dashed lines. (a) The profiles Wψ(y) at xψ/λxψ = 0 (solid line), 0.25 (dotted), 0.5 (dash
dotted) and 0.75 (dashed). The symbols mark the total mean flow.
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Figure 14. Zero-frequency equilibrium solution for xc/c = 0.8 of figure 13: cuts through the
spanwise velocity profile Wψ(xψ) at y = 1.2 (cut A–A) and the wall-normal velocity profile Wψ(y)
at xψ/λxψ = 0.75 (cut B–B).

is no longer applicable. With increasing downstream distance this second maximum
moves further away from the wall and is responsible for the high shear layers causing
the high-frequency secondary instabilities near the edge of the boundary layer.

Isolines of the total velocity Wψ(xψ/λxψ , y) as well as of the disturbance velocity
εpw̃ψ(xψ/λxψ , y) in cuts normal to the axis of the stationary vortex are plotted in figure
13(b, c) for the zero-frequency equilibrium solution of figure 11. Also shown are the
velocity profiles Wψ(y) at four different xψ/λxψ -locations together with the total mean
flow profile (figure 13a). Various inflection points can be observed in these wall-normal
Wψ profiles. Similarly, the Wψ velocity profiles also exhibit inflection points in the
crossflow direction, as can be seen very clearly for the enhanced y = 1.2 cut in figure
14. The secondary high-frequency instabilities, to be investigated in the following
section, can be traced to these inflection points and therefore are basically of inviscid
nature, cf. Park & Huerre (1995), Li & Malik (1995) or Bottaro & Klingmann (1996)
(see also Holmes, Lumley & Berkooz 1996, p. 77 for a discussion of the related bursting
phenomenon in low-speed turbulent boundary-layer streaks). Of particular interest is
the wake-like appearance of the Wψ velocity profile, enhanced by the shaded area in
figure 14, which makes it quite plausible that an absolute instability could develop just
like in wakes behind blunt bodies (see Koch 1985) and be the self-sustaining process
leading to the onset of turbulence. This question is still being investigated at present.

4. High-frequency secondary instability
4.1. Governing equations

The nonlinear primary equilibrium solutions of § 3 contain strong local shear layers
which are the source of the high-frequency inflectional instabilities, see for example
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Malik (1986) or Malik et al. (1994). An attempt to force the steady crossflow vortices
of their PSE solution into breakdown by Wang et al. (1994) failed in the absence of
any guidance on proper input models. To gain some insight they conducted secondary
stability studies. In the following we shall do the same for our nonlinear equilibrium
solutions. Two essentially equivalent methods are available, namely Floquet theory, cf.
Herbert (1988), or the two-dimensional eigenfunction approach employed by Malik
et al. (1994). Similarly to Janke & Balakumar (1998a), who very recently performed
a Floquet stability analysis for their PSE results on the DLR swept-plate experiment
at xc/c = 0.6, we shall also use Floquet theory.

In the wave-oriented coordinate system (xψ, y, zψ), cf. figure 2, and in a frame of
reference moving with the propagation speed C of the nonlinear equilibrium solution
in the xψ-direction, the flow can be written

qψ(xψ, y, zψ, t) = Qpψ
(xψ, y) + ε q̄ψ(xψ, y, zψ, t). (4.1)

Barred quantities denote secondary disturbances. The new base flow is the rotated
nonlinear primary equilibrium flow

Qpψ
(xψ, y) = Qψ(y) + εpq̃pψ (xψ, y) (4.2)

which is spatially periodic in the xψ-direction with the period λxψ = 2π/

αψ = 2π/(α2
c + β2

c )
1/2, αc and βc being the wavenumbers of the primary equilibrium

solution in chordwise coordinates. Qψ(y) = {Uψ, 0,Wψ} is the rotated quasi-parallel
boundary-layer velocity (3.7), (3.8) and

q̃pψ (xψ, y) ≡
 ũpψ (xψ, y)
ṽp(xψ, y)
w̃pψ (xψ, y)

 =

Np∑
n=−Np

 ûnψ (y)
v̂n(y)
ŵnψ (y)

 einαψxψ (4.3)

is the rotated primary disturbance velocity.
Substituting (4.1) with (4.2) into the incompressible Navier–Stokes equations and

linearizing for ε� 1 we obtain the following linear secondary instability equations:{
∂

∂t
+ (Uψ − C)

∂

∂xψ
+Wψ

∂

∂zψ
− 1

Re
∆ψ

}
∆ψv̄ − d2Uψ

dy2

∂v̄

∂xψ
− d2Wψ

dy2

∂v̄

∂zψ

+ εp

{[
ũpψ

∂

∂xψ
+ ṽp

∂

∂y
+ w̃pψ

∂

∂zψ

]
∆ψv̄ +

∂ṽp

∂xψ

∂η̄

∂zψ

+
∂ũpψ
∂xψ

[
∂2v̄

∂x2
ψ

− ∂2v̄

∂y2
− ∂2v̄

∂z2
ψ

− 2
∂2ūψ

∂xψ∂y

]
+
∂ζ̃pψ
∂xψ

[
∂v̄

∂y
+ 2

∂ūψ

∂xψ

]
+
∂2ζ̃pψ
∂x2

ψ

ūψ +
∂ζ̃pψ
∂y

∂v̄

∂xψ
+

∂2ζ̃pψ
∂xψ∂y

v̄ +
∂ṽp

∂xψ

[
∂2v̄

∂xψ∂y
− ∂2ūψ

∂y2

]
− 2η̃p

[
∂2v̄

∂xψ∂zψ
− ∂2ūψ

∂y∂zψ

]
− 2

∂ξ̃pψ
∂xψ

∂ūψ

∂zψ
−
[
∂η̃p

∂xψ
+
∂ξ̃pψ
∂y

]
∂v̄

∂zψ

}
= 0, (4.4){

∂

∂t
+ (Uψ − C)

∂

∂xψ
+Wψ

∂

∂zψ
− 1

Re
∆ψ

}
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dUψ
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∂v̄

∂zψ
− dWψ
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∂v̄

∂xψ

+ εp

{
ũpψ

∂η̄

∂xψ
+ ṽp

∂η̄

∂y
+ w̃pψ

∂η̄

∂zψ
− ∂ṽp

∂xψ
ξ̄ψ − ∂ṽp

∂y
η̄

+
∂η̃p

∂xψ
ūψ +

∂η̃p

∂y
v̄ − ξ̃pψ ∂v̄∂xψ − η̃p

∂v̄

∂y
− ζ̃pψ ∂v̄∂zψ

}
= 0. (4.5)
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Here ∆ψ denotes the Laplacian and {ξ̃pψ , η̃p, ζ̃pψ} are the Cartesian components of the
primary disturbance vorticity vector in the wave coordinate system. The continuity
equation together with the definition of vorticity complete the system of governing
equations. The solution has to satisfy the no-slip boundary conditions on the plate
and vanishes as y → ∞. For a two-dimensional nonlinear base flow {Uψ + ũpψ , ṽp}
with Wψ = w̃pψ = ξ̃pψ = η̃p = 0, equations (4.4) and (4.5) reduce to those in Koch
(1992).

The coefficients of equations (4.4) and (4.5) are periodic in xψ but independent of
zψ and t. Using the normal-mode concept and applying Floquet theory, cf. Herbert
(1988), the solution can be expressed in the form{

v̄
η̄

}
(xψ, y, zψ, t) = eσt+i(aψxψ+bψzψ)

∞∑
ν=−∞

{
v̄ν(y)
η̄ν(y)

}
eiναψxψ . (4.6)

Here aψ = aψ,r + iaψ,i is the (complex) Floquet exponent and bψ is real and prescribed.
In our temporal approach the spatial growth rate −aψ,i is zero and the detuning aψ,r
of the primary wavenumber αψ is prescribed (usually aψ,r is replaced by δ = aψ,r/αψ
such that 0 6 δ < 1). σ = σr + iσi is the complex eigenvalue with σr giving the
temporal growth rate and σi being the frequency shift of the secondary instability.
The corresponding (dimensional) frequency shift is

f∗[Hz] =
σi

2π

Q∗ref
L∗ref

.

Substituting (4.6) and (4.3) into equations (4.4) and (4.5) and collecting terms with
the same Fourier exponent we obtain a system of ODEs governing the secondary
instability modes (v̄n, η̄n) with −Ns 6 n 6 +Ns (in general Ns > Np){

1

Re

(
d2

dy2
− [(n+ δ)2α2

ψ + b2
ψ

])2

− [i(n+ δ)αψ(Uψ − C) + ibψWψ + σ
]

×
(

d2

dy2
− [(n+ δ)2α2

ψ + b2
ψ

])
+ i(n+ δ)αψ

d2Uψ

dy2
+ ibψ

d2Wψ

dy2

}
v̄n

− εp
Np∑

ν=−Np

SOSn−ν,ν = 0, (4.7)

{
1

Re

(
d2

dy2
− [(n+ δ)2α2

ψ + b2
ψ

])− i(n+ δ)αψ(Uψ − C)− ibψWψ − σ
}
η̄n

− i

{
bψ

dUψ

dy
− (n+ δ)αψ

dWψ

dy

}
v̄n − εp

Np∑
ν=−Np

SSQn−ν,ν = 0. (4.8)

With µ = n− ν the equation of continuity together with the definition of vorticity can
be used to eliminate ūµ, w̄µ, ξ̄µ, ζ̄µ in terms of v̄µ and η̄µ such that the right-hand-side
convolution terms can be written

SOSµ,ν = AOSµ,ν v̄µ + BOSµ,ν
dv̄µ
dy

+ COS
µ,ν

d2v̄µ

dy2
+ DOS

µ,ν

d3v̄µ

dy3
+ EOS

µ,ν η̄µ + FOSµ,ν
dη̄µ
dy

+ GOSµ,ν
d2η̄µ

dy2
, (4.9)

SSQµ,ν = ASQµ,ν v̄µ + BSQµ,ν
dv̄µ
dy

+ CSQ
µ,ν

d2v̄µ

dy2
+ DSQ

µ,ν η̄µ + ESQ
µ,ν

dη̄µ
dy

. (4.10)
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The coefficients AOSµ,ν , ... are functions of the primary equilibrium solution, truncated
at ν = ±Np, and are listed for reference in the Appendix. For a two-dimensional
nonlinear base flow they reduce to the ones presented in Koch (1992).

4.2. Numerical solution procedure

For the numerical computation of the (temporal) eigenvalues σ, equations (4.7) and
(4.8) are discretized in wall-normal direction via Chebyshev collocation. In order
to provide adequate resolution near the boundary-layer edge, where the maxima
of the most amplified secondary eigenfunctions are expected, the physical domain
y ∈ [0,∞) is mapped into a single Chebyshev domain χ ∈ [1, 0) by a convolution
of two mappings originally introduced by Erlebacher & Hussaini (1990). First, the
hyperbolic-tangent mapping

ψ + tε tanh [(ψ − ψcrit )/∆ψcrit ] = (χ− χcrit )/∆χcrit

takes χ to an intermediate variable ψ, concentrating nodes about ψcrit (in our sec-
ondary stability computation we concentrate nodes in general near the boundary-layer
edge ycrit = δ99.9, where the boundary-layer thickness δ99.9 is defined as the wall-normal
distance at which the streamwise velocity of the laminar base flow reaches 99.9% of
its free-stream value). The width of the concentration region is fixed by ∆ψcrit while
tε is a measure for the influence of the hyperbolic redistribution term. The second
exponential mapping

ψ = e−y/y0

maps ψ onto the physical variable y. The resulting generalized algebraic eigenvalue
problem can then be solved by an efficient global solver to obtain the whole or part
of the eigenvalue spectrum. Despite the v–η formulation our eigenvalue problem is of
rather large order (2000 and more, depending on how many modes are retained) such
that traditional eigenvalue solvers like the QR or QZ algorithm become rather time
intensive and are used only for selected tests. The shift-and-invert Arnoldi algorithm†,
cf. Saad (1992) or Nayar & Ortega (1993), is highly efficient for obtaining the most
unstable part of the spectrum. Once a fairly good estimate of a particular eigenvalue
has been found, we use the local Wielandt iteration‡ for refining the eigenvalue.

Figure 15 depicts a typical global secondary eigenvalue spectrum. For each retained
secondary mode −Ns 6 n 6 +Ns a (numerically approximated) continuous spectrum
appears in σr 6 0, but of particular interest are the amplified discrete modes with
σr > 0. Varying Ns but keeping Ks = 55 constant, we confirm the findings of previous
investigators, see for example Balachandar et al. (1992), Malik et al. (1994) or Wang
et al. (1994), namely that many more secondary modes have to be retained to obtain
reasonably converged results than in a secondary stability analysis of two-dimensional
boundary layers. It appears that under-resolution (of the primary base flow as well
as of the secondary stability analysis) not only gives numerically wrong amplification
rates but also is the source of additional amplified modes. In our computation we
retained Ns > Np modes, where Np is the number of primary modes retained in the
computation of the primary equilibria, cf. figure 11.

While there are negligible variations if Ks is increased to Ks = 75 with the mapping
fixed, the results are quite sensitive if not enough wall-normal collocation points are

† We are indebted to U. Ehrenstein who brought this method to our attention and even let us
use his version of the algorithm.
‡ We are grateful to Th. Herbert who pointed out this classical method and sent us the

corresponding reference (Zurmühl 1961, p. 289ff).
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Figure 15. (Temporal) secondary stability of zero-frequency equilibrium solution at xc/c = 0.4 with
Np = 8: (a) global eigenvalue spectrum at bψ = 1 with Ns = 12, Ks = 55 and δ = 0; (b) variation
of amplification rate σr of the highest amplified modes (◦, most amplified mode; 4, second most
amplified mode) with Ns keeping Ks = 55 constant.

near the maxima of the eigenfunction. For higher frequencies these maxima are a large
distance away from the wall which can lead to under-resolution. Here a multi-domain
method would have been preferable to the two-step mapping used in our secondary
stability computation.

4.3. Selected temporal secondary stability results

In this section we present some temporal secondary stability results for the zero-
frequency nonlinear equilibrium solution of § 3.5 at various fixed locations xc/c. At
each location we vary bψ , the wavenumber in the direction of the primary vortex axis,
and observe the change in the temporal growth rate σr .

First we set the detuning parameter δ = 0. After the nonlinear equilibrium solution
reaches a (relatively high) threshold amplitude somewhere between xc/c = 0.15 and
xc/c = 0.2 a single unstable high-frequency secondary mode appears. At xc/c = 0.2
it reaches the same growth rate as the corresponding primary instability at zero
amplitude. The iso-amplitude curves of this secondary instability mode correlate with
the spanwise shear of Wψ(xψ). Therefore, this mode belongs to the ‘mode I’ family
of Malik et al. (1996). Proceeding to higher xc/c, and therefore higher amplitudes of
the equilibrated primary crossflow vortex, well over ten modes become unstable over
a much wider range of unstable wavenumbers bψ . The corresponding frequencies,
which for each mode are nearly proportional to bψ , also increase. Figure 16 depicts
the situation for xc/c = 0.4. The most amplified secondary mode with a frequency of
f∗ = 1070 Hz and a wavelength λ∗zψ = 11.49 mm at its maximum is again of the ‘mode
I’ type and its growth rate versus bψ is shown by the solid line. For comparison, the
shaded area in the figure marks the growth rate of the primary instability as function
of βψ = bψ .

There are two more unstable modes with almost equally high amplification which
are clearly of the ‘mode II’ type. According to Malik et al. (1996) the amplitude of this
mode type can be associated with the wall-normal shear of Wψ(y) near the edge of
the boundary layer seen as a little dip in the local Wψ(y) velocity profile at xψ/λxψ = 0
of figure 13. We depict the growth rate of ‘mode II’-type instabilities by dashed lines.
At its maximum one mode II has a frequency of f∗ = 2392 Hz and a wavelength
of λ∗zψ = 6.34 mm while the second mode II has a frequency of f∗ = 2849 Hz and
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Figure 16. Temporal growth rate σr of secondary instability modes versus wavenumber
bψ at xc/c = 0.4 with Ns = Np = 8, K = 55. Also shown are iso-amplitude plots
|w̄ψ |/max|w̄ψ | = 0.3, 0.5, 0.7, 0.9 of the normalized secondary eigenfunctions corresponding to the
four most amplified modes superimposed on the (dotted) isolines of the total velocity Wψ of figure
13.

a wave length of λ∗zψ = 5.10 mm. The amplitude of a third type of mode (shown by
the dotted curve and termed ‘mode III’), with a lower growth rate and a frequency
of f∗ = 796.2 Hz and λ∗zψ = 8.35 mm at its maximum, can be correlated with the
wall-normal shear of Wψ(y) near the wall and therefore seems to correspond to the
instability modes found by the early investigators which used the shape assumption,
cf. for example Fischer et al. (1993). Figure 16 contains iso-amplitude plots of the
four most amplified eigenfunctions, superimposed on the isolines of the total velocity
Wψ of figure 13. The eigenfunctions are normalized with the maximal amplitude in
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Figure 17. Temporal growth rate σr of the most amplified secondary instability mode at
xc/c = 0.4, bψ = 0.32 versus detuning parameter −1 6 δ 6 +1 with K = 55 and Np = 8.
The solid curve shows the results for Ns = 8 while the symbols mark the results for Ns = 12.

the field, the location of which is marked by a cross in the iso-amplitude plots. These
contour plots clearly link the modal amplitude with the corresponding shear layer
and allow the mode classification used above. The two circles in figure 16 at bψ = 1
mark the results for Ns = 8 of figure 15 which gives an indication of the convergence
of a type II mode.

For a further test of convergence we compare the rate of amplification of the most
amplified mode at δ = 0 with that at δ = ±1. Because this shift only amounts to
renumbering the harmonics in equation (4.6) a fully converged solution should give
identical results for detuning parameters δ which differ by an integer. As can be seen
clearly in figure 17 the Ns = 8 results are not yet fully converged while the Ns = 12
results, marked by symbols, give the same eigenvalue at δ = ±1 and δ = 0. However,
the difference at δ = 0 is small so that we retain in general only Ns = Np modes
in our secondary stability analysis. Yet, the asymmetry is apparent. This suggests
that an asymmetric truncation of n in equations (4.7) and (4.8) as in Fischer &
Dallmann (1991) could be used. At the same time figure 17 demonstrates the almost
negligible influence of the detuning parameter δ on σr for the most amplified mode at
xc/c = 0.4, bψ = 0.32 (similarly to the rotating disk results of Balachandar et al. 1992).
Therefore we limit our parametric investigation in the following to the fundamental
resonance case δ = 0.

We computed the temporal secondary instability at various locations xc/c and
figure 18 summarizes the results for the modes with highest amplification. All ‘mode
I’-type modes are shown by solid curves and ‘mode II’-type modes are depicted by
dashed curves. Again the shaded area in the left figures marks the growth rate of the
primary instability as a function of βψ = bψ for comparison. For the most amplified
mode an iso-amplitude plot, superimposed on the isolines of the total velocity Wψ ,
clearly shows which shear layer is responsible for this instability. We observe that
beginning at a threshold (somewhere between xc/c = 0.15 and xc/c = 0.2) the
‘mode I’ type instability, caused by inflection points in the spanwise velocity profile
Wψ(xψ), dominates the secondary instability of our equilibrated crossflow vortex,
especially at higher amplitudes of the primary vortex. This agrees with the findings
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of Högberg & Henningson (1998) for random frequency disturbances in their spatial
DNS simulation of the DLR swept-plate experiment at xc/c = 0.538 as well as the
recent experimental observations of Kawakami, Kohama & Okutsu (1999). For the
Arizona State University swept wing at 45% chord Malik et al. (1996) also identified
the ‘mode I’-type instability as the most dangerous one. Similarly, the most amplified
mode in the investigation of Janke (1998) of the DLR swept-plate experiment at
chordwise station xc/c = 0.6 is also a ‘type I’ mode. However, in their paper these
authors discuss mainly the modal coincidence of two ‘type II’ modes with lower
amplification.

From figure 18 we see that up to about xc/c = 0.5 a type I mode with a frequency of
approximately 1000 Hz is the most amplified mode, but modes of type II have almost
the same amplification. At xc/c = 0.5 a second type I mode, with a frequency of
approximately 3000 Hz, emerges (probably after a modal coalescence) and becomes
the dominating amplified mode for xc/c > 0.5. Using a PSE primary base flow
instead of our equilibrium solution Stolte (1999) found a similar dominance at higher
amplitudes. While at xc/c = 0.2 only a single high-frequency mode is amplified, more
than 10 modes with σr > 0 exist for larger xc/c. At xc/c = 0.6 we observe that a third
‘type I’ mode is just about to coalesce with the first ‘type I’ mode near bψ = 0.378.
Such a modal coalescence was a focus in the work of Janke & Balakumar (1998a),
who termed it erroneously an absolute instability but corrected their statement in the
forthcoming publication Janke & Balakumar (1998b). For an absolute instability to
exist the ‘pinching criterion’ of Briggs (1964), with the extension to spatially periodic
flows by Brevdo & Bridges (1996), has to be satisfied. A modal coalescence of modes
propagating in the same direction, see for example Koch (1992), only implies locally
algebraic growth. However, the existence of apparently many such modal coalescences
makes it extremely difficult to decide which one, if any, might be of importance for
transition. A search for a true absolutely unstable secondary instability, at present
under investigation, might shed some light on the breakdown process.

4.4. Relation between temporal and spatial growth rates of secondary instabilities

If such an absolute instability exists, the temporal approach would be the correct
one. However, at their initiation secondary instabilities of crossflow vortices appear
to be convective instabilities, and therefore a spatial secondary stability analysis
is more appropriate. The usual global companion-matrix approach, cf. Bridges &
Morris (1984), leads to storage requirements which are beyond the capacity of our
workstation. We therefore derive in this section an extension of Gaster’s (1962)
transformation for secondary instabilities and test its accuracy by computing a few
spatial points by local iteration. Gaster’s (1962) well-known transformation, together
with the extension to non-parallel flows by Nayfeh & Padhye (1979), relates the
spatial growth rate to the temporal growth rate for primary instabilities via the
group velocity cg . For the case of the Falkner–Skan family of boundary-layer profiles
Bertolotti (1985) presented the corresponding relation for a secondary instability. He
showed that both the phase velocity C of the primary instability as well as the group
velocity cg of the secondary instability are involved in the transformation. For C → 0
he recovered Gaster’s result. Here we extend this spatial–temporal relation to three-
dimensional flows that are uniform in the spanwise coordinate zc (infinite-swept-wing
condition). Such a relation is useful, for example, in relating temporal growth rates
for the secondary instabilities, or temporal DNS results in general, to experimental
results.

The swept-wing spatial growth problem is easiest to formulate in the chordwise
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coordinate system, in which the secondary instability disturbance (4.6) takes the form{
v̄
η̄

}
(xc, y, zc, t) = eσt+i(acxc+bczc)

∞∑
ν=−∞

{
v̄ν(y)
η̄ν(y)

}
eiν(αcxc+βczc). (4.11)

Here αc, βc are the (real) wavenumbers characterizing the primary equilibrium solution,
and ac, bc are the corresponding (complex) wavenumbers of the secondary instability.
The homogeneity in zc of the mean flow implies that the spanwise wavenumber bc is a
complex constant. We allow no spatial growth in the spanwise direction and therefore
take bc to be a real constant. The solution (4.11) describes the secondary instability
disturbance in the Galilean coordinate system moving with C in the xψ-direction,
which makes the primary equilibrium solution steady. However, spatial growth rates
in the experiment are measured in the fixed laboratory coordinate system in which
the primary equilibrium solution oscillates in time with the frequency ω = kC , where
k = (α2

c + β2
c )

1/2 is the magnitude of the primary wavenumber in the xψ-direction.
Therefore, in the laboratory-fixed coordinate system (denoted by the subscript L) the
temporal exponent of (4.11) is

σL = σ − iacC cosψc − ibcC sinψc.

The solution of the eigenvalue problem associated with (4.11) leads to a dispersion
relation involving σ, ac and bc, or equivalently ac = ac(σ, bc), where we assume ac to
be an analytic function of σ and bc. Following Gaster’s (1962) procedure we construct
a path in the (σ, bc)-plane connecting the two end points corresponding to temporal
and spatial growth:

Temporal growth: a
(t)
c,i = 0 −→ σr = σ(t)

r = σ
(t)
L,r ,

Spatial growth: σ
(s)
L,r = 0 −→ ac,i = a

(s)
c,i , σ(s)

r = − a(s)
c,iC cosψc.

Here σ(t)
r and − a(s)

c,i denote the temporal and spatial growth rate, respectively. The
spatial and temporal end points correspond to the same mode and therefore have the
same frequency in the laboratory-fixed coordinate system. Since bc is a constant, we
can drop the bc dependence and use σr to parameterize the path. Making use of the
Cauchy–Riemann relations

∂ac,r

∂σr
=
∂ac,i

∂σi
,

∂ac,i

∂σr
= − ∂ac,r

∂σi
,

we obtain the spatial growth rate a(s)
c,i by integrating the second relation with respect

to σr from state (t) to state (s)

a
(s)
c,i = −

∫ σ
(s)
r

σ
(t)
r

∂ac,r

∂σi
dσr. (4.12)

This is the desired relation between spatial and temporal growth. When the integrand
remains essentially constant along the integration path, an approximate expression is
obtained by expanding the integrand in a Taylor series about the temporal end point,
i.e.

∂ac,r

∂σi
=
∂ac,r

∂σi

∣∣∣∣
σr=σ

(t)
r

+
∂2ac,r

∂σ2
i

∣∣∣∣
σr=σ

(t)
r

(σr − σ(t)
r ) + · · · . (4.13)

The first term in the Taylor series is the negative inverse of the group velocity in
the chord direction, cg = − ∂σi/∂ac,r , evaluated at the temporal end point. The group
velocity in the spanwise direction zc is zero since bc is a constant. Truncating the
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Figure 19. (a) Comparison of temporal growth rates σ(t)
r with spatial growth rates − a(s)

c,i of the three

secondary instability mode types I, II and III of figure 16 (with xc/c = 0.4) as function of spanwise
wavenumber bc. The spatial growth rates, obtained by (4.14), are depicted by dash-dotted curves
and the arrows connect the temporal curves with the corresponding spatial curves. The symbols
mark a few ‘exact’ spatial growth rates obtained by local iteration. (b) The group velocities cg,c in
the chord direction for the three modes.

series expansion (4.13) after the first term and substituting it into (4.12) yields the
following approximate relation:

a
(s)
c,i = − σ(t)

r

cg + C cosψc
. (4.14)

This is essentially the result of Bertolotti (1985) if C cosψc is replaced by the scalar
phase velocity of the two-dimensional Tollmien–Schlichting wave for which ψc = 0.
For C = 0, i.e. the stationary crossflow vortices investigated in this paper, the one-
term relation (4.14) reduces to Gaster’s result. Bertolotti (1985) also gave the result
corresponding to the two-term expansion in (4.13).

For the three different types of secondary instability modes in figure 16 the spatial
growth rates − a(s)

c,i are compared with the corresponding temporal growth rates σ(t)
r in

figure 19(a) as functions of the real wavenumber bc. The spatial growth rates, depicted
by the dash-dotted curves, were obtained by applying the approximate relation (4.14)
with C = 0 (Gaster transformation). For this purpose the group velocity cg,c in the
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chord direction, shown in figure 19(b), was computed numerically via finite differences.
As can be seen, the group velocity is distinctly different for the three different mode
types. Similarly to Gaster (1962) we had to assume that the growth rate is small in
deriving the approximate relation (4.14). To check the accuracy of (4.14) in the Gaster
limit C = 0 and in view of the cautioning remarks of Brevdo (1992a), we computed
a few spatial results (marked by the symbols in figure 19) by solving the secondary
instability equations (4.7), (4.8) for complex σ as well as complex wavenumbers aψ, bψ .
In this local iteration we varied σr from σ(t)

r to σ(s)
r by keeping the spanwise wavelength,

i.e. bc, as well as the frequency in the laboratory system, i.e. σi − Caψ,r , constant. The
sample points show that Gaster’s (1962) transformation is quite accurate also for the
secondary instabilities of the stationary crossflow vortices in this example.

5. Conclusion and outlook
Motivated by the experimentally observed amplitude saturation before nonlinear

breakdown we computed nonlinear equilibrium solutions for the DLR swept-plate
experiment. Saturated stationary as well as travelling crossflow vortices were examined
by means of a continuation procedure. In this local analysis the non-rational parallel-
flow approximation in conjunction with the traditional ‘force-term formulation’ was
found to lead to unphysical mean flow profiles at higher amplitudes. To remedy this
to some extent Herbert’s (1974) local similarity approximation for the streamwise
variation of the mean flow distortion has been applied with considerably improved
results. However, one has to keep in mind that for a rational treatment a non-local
theory is necessary which at present is outside our computational capabilities.

To obtain an error estimate for applying the local similarity approximation we
compared the equilibrium solutions with non-local, nonlinear parabolized stability
equation (PSE) results. This led to the clarification of the bifurcation behaviour of
the spatially oscillating states observed in PSE and critical layer theory results. The
spatial bifurcation from the stationary equilibrium occurs close to the leading edge
and the wavelength of the oscillatory solution is comparable to the chord length of
the swept plate. The PSE results were found to depend strongly on the applied initial
conditions, i.e. receptivity, and did not approach a unique saturated state as often
assumed. Experimental results are usually depicted on a logarithmic scale where
this variation of saturation amplitude can be overlooked easily. The amplitude of
our nonlinear equilibrium solution seems to envelope the maximum amplitudes of
the spatial PSE results as xc/c increases. Taking advantage of this and in order to
avoid the additional complication of receptivity we used the stationary, equilibrated
crossflow vortices as the nonlinear model flow for an amplitude-dependent parameter
study of temporal secondary instabilities.

In agreement with previous investigations we found that fairly high threshold
amplitudes of the primary crossflow vortex are necessary to initiate the high-frequency
secondary instability. For our equilibrium solutions the most amplified secondary
instability mode is always of ‘mode I’ type, cf. Malik et al. (1996), which can be
correlated with spanwise inflection points in the wake-like profile of the velocity
along the vortex axis. With increasing downstream distance more and more unstable
modes appear. The amplification and frequency of the most amplified mode increase
substantially and the frequency is in the experimentally observed range. It can
therefore be expected that this mode plays an important role in the breakdown
process. Extending Gaster’s (1962) transformation, which relates the spatial growth
rate of primary instabilities to the temporal growth rate, to secondary instabilities it
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is shown that this approximate relation is quite accurate for our stationary crossflow
vortices.

At the same time it becomes clear that the high-frequency secondary instabilities
only initiate the breakdown process. To prove the self-sustaining nature through
nonlinear interactions, cf. Waleffe (1997), signalling a global bifurcation with a dif-
fering basin of attraction as postulated by Dauchot & Manneville (1997), remains
a formidable task within a non-local theory. However, using the parallel-flow ap-
proximation, a locally valid absolute/convective stability analysis of the secondary
instabilities considered above could give important clues for the existence of such a
self-sustaining process and is at present under investigation. The equilibrium solutions
computed above with xc/c as parameter seem to be well suited for such an analysis.
In analogy to the flow behind plane and axisymmetric blunt bodies, cf. Koch (1985)
and Monkewitz (1988), the wake-like velocity profiles in the crossflow vortex make
the existence of an absolute instability, i.e. a self-excited oscillation, of secondary
instability modes quite plausible. As demonstrated by Delbende, Chomaz & Huerre
(1998) or Olendraru et al. (1999), swirl in axisymmetric wakes promotes the onset
of an absolute instability. In our case we have neither a plane nor an axisymmetric
wake flow. The base flow for the secondary instabilities is truely three-dimensional. If
it can be shown that for this base flow such a change from convectively unstable to
absolutely unstable secondary modes occurs we conjecture the following scenario: the
convectively unstable primary instability generates the necessary nonlinear amplitude
for the activation of the absolutely unstable secondary instability with far-reaching
consequences for transition control.

We are grateful to M. Kloker and G. Bonfigli for performing the spatial DNS
computations in figure 7, and to V. Theofilis for stimulating discussions. Furthermore,
we thank the reviewers for their helpful criticism and for pointing out some refer-
ences which we had overlooked. The partial support of the Deutsche Forschungs-
gemeinschaft, Bonn–Bad Godesberg under the contract Ko 1722/2-1 is gratefully
acknowledged.

Appendix. Secondary instability equation coefficients
With n = µ+ ν and using the abbreviations

αµ,ν = (n+ δ − ν)αψ, αµ,0 = (n+ δ)αψ, α0,ν = ναψ,

kµ,ν =
{

(n+ δ − ν)2α2
ψ + b2

ψ

}1/2
, kµ,0 =

{
(n+ δ)2α2

ψ + b2
ψ

}1/2

we obtain for the coefficients in the secondary instability equation (4.9):

AOSµ,ν =


−iαµ,0

[
d2û0ψ

dy2
+ k2

µ,0û0ψ

]
− ibψ

[
d2ŵ0ψ

dy2
+ k2

µ,0ŵ0ψ

]
, ν = 0

1

α0,ν

[
αµ,0

d3v̂ν

dy3
+ (αµ,ν − α0,ν)k

2
µ,0

dv̂ν
dy

]
+
bψ

α0,ν

[
k2
µ,0η̂ν +

d2η̂ν

dy2

]
, ν 6= 0,

BOSµ,ν =


0, ν = 0

k2
µ,0

[
α0,ναµ,ν

k2
µ,ν

− 1

]
v̂ν +

b2
ψ − αµ,0αµ,ν
k2
µ,ν

d2v̂ν

dy2
− 2bψαµ,ν

k2
µ,ν

dη̂ν
dy

, ν 6= 0,
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COS
µ,ν =


i
[
αµ,0û0ψ + bψŵ0ψ

]
, ν = 0

1

α0,ν

[
2b2

ψα0,ν

k2
µ,ν

− αµ,0
]

dv̂ν
dy
− bψ

[
1

α0,ν

+
2αµ,ν
k2
µ,ν

]
η̂ν , ν 6= 0,

DOS
µ,ν =


0, ν = 0[
1 +

α0,ναµ,ν

k2
µ,ν

]
v̂ν , ν 6= 0,

EOS
µ,ν =


0, ν = 0

bψ

k2
µ,ν

[
(αµ,ν + αµ,0)

d2v̂ν

dy2
− αµ,0k2

µ,ν v̂ν + 2bψ
dη̂

dy

]
, ν 6= 0,

FOSµ,ν =


0, ν = 0

2bψ
k2
µ,ν

[
αµ,ν

dv̂ν
dy

+ bψη̂ν

]
, ν 6= 0,

GOSµ,ν =


0, ν = 0

−α0,νbψ

k2
µ,ν

v̂ν , ν 6= 0.

Similarly, the coefficients in equation (4.10) are

ASQµ,ν =


i

[
bψ

dû0ψ

dy
− αµ,0 dŵ0ψ

dy

]
, ν = 0

1

α0,ν

[
αµ,0

dη̂ν
dy
− bψ d

2v̂ν

dy2

]
, ν 6= 0,

BSQµ,ν =


0, ν = 0

−b
2
ψ + αµ,0αµ,ν

k2
µ,ν

η̂ν , ν 6= 0,
CSQ
µ,ν =


0, ν = 0

α0,νbψ

k2
µ,ν

v̂ν , ν 6= 0,

DSQ
µ,ν =


i[αµ,0û0ψ + bψŵ0ψ ], ν = 0

−αµ,0
α0,ν

dv̂ν
dy

+ bψ

[
α0,ν

k2
µ,ν

− 1

α0,ν

]
η̂ν , ν 6= 0,

ESQ
µ,ν =


0, ν = 0

b2
ψ + αµ,0αµ,ν

k2
µ,ν

v̂ν , ν 6= 0.
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